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ABSTRACT
Distributed Reflected Denial of Service (DRDoS) attacks remain one
of themost popular techniques to drain victim’s network bandwidth.
Despite the goal of disrupting network services of a particular
victim, indirectly these attacks affect a large number of benign
Internet citizens. In particular, the owners of services vulnerable
to amplification have to waste their resources to process incoming
requests. Moreover, the voluminous attack traffic generated as a
result of the amplification lavishes Internet Service Provider (ISP)
resources, bandwidth and money, causing Quality of Service (QoS)
degradation and subscription fee increase for the customers.

In this work we demonstrate a Software Defined Networking
(SDN) based system to filter out garbage traffic from an ISP network.
We employ a special type of a honeypot developed to collect infor-
mation about ongoing DRDoS attacks. The firewall rules derived
from this data are used to block incoming amplification requests
from reaching amplifiers located within the provider network rescu-
ing vulnerable services from being abused. In its turn, this prevents
garbage traffic generation saving ISP’s money and improving QoS.

CCS CONCEPTS
• Security and privacy→ Denial-of-service attacks; Firewalls;
• Networks→ Network architectures; Programmable networks.
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1 INTRODUCTION
Due to the low resource requirements from an attacker and a possi-
bility to stay stealthy, DRDoS attacks remain a major threat for the
Internet. In these attacks, crafted requests with spoofed IP addresses
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of a victim are sent to genuine machines called amplifiers, which re-
turn amplified responses that can be thousands times larger in size
than the corresponding requests, completely exhausting victim’s
bandwidth. For instance, a well-known software development plat-
form called Github has experienced such attack of 1.35 Tb/sec [7]
in February, 2018.

The most effective way to combat with DRDoS attacks globally
is to apply ingress filtering of the traffic allowing only the packets
with valid source IP addresses to pass. Such recommendations have
been provided in RFC 2827 [13], also known as Best Current Practice
No. 38 (BCP 38). However, ISPs are not incentivized to apply these
recommendations. This best practice requires an ISP to spend its
resources on traffic filtering, although this does not protect the
ISP and its customers from the DRDoS traffic. ISPs also ignore the
problem of garbage traffic generated by amplifiers located in their
network. In this case, an ISP simply charges the owners of hosts
vulnerable to amplification.

Still, indirectly ISPs suffer a lot from this unwanted traffic. First,
it exhausts ISPs’ and their customers’ bandwidth affecting QoS. Sec-
ond, last-mile ISPs usually buy bandwidth from upper tier providers
paying for the traffic, especially, if it is asymmetric [2]. Indeed, the
traffic generated by amplifiers hosted within the perimeter of an
ISP network may reach substantial amounts. An ISP network may
host hundreds or even thousands of such amplifiers that if abused,
could potentially waste significant amount of ISP’s resources and
money. Third, processing of attack requests may affect negatively
the performance of vulnerable hosts.

Contributions. In this demo, we describe the SDN-based imple-
mentation of the approach proposed in our paper [16]. Unlike the
majority of the existing DRDoSmitigating solutions [11, 14, 15] that
are focused on protecting victim’s network, we aim at shielding
amplifiers from illegitimate requests. Our prototype can be used to
detect spoofed traffic and filter it out at the edge of an ISP network.
This prevents garbage traffic being generated by amplifiers located
within the network saving ISP’s and its customers resources. Whilst
the previous our paper concentrates on the idea and evaluates po-
tential gains of ISPs, this work shows viability of our approach
showing a real prototype of our system.

2 APPROACH DESCRIPTION
The large scale impact with even limited resources and the ease
of launching make DRDoS attacks very popular among criminals.
Figure 1 explains how this kind of attack works. An attacker (IP
198.51.100.1) issues requests to the hosts running vulnerable
protocols called amplifiers (in our case, a DNS server with IP
192.0.2.3 and an NTP server with IP 192.0.2.2) with a spoofed
source IP address (written in red) that corresponds to a victim
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Figure 1: Amplification in DRDoS Attacks

(IP 203.0.113.4). Due to the existing functional vulnerabilities in
these protocols, some types of requests (e.g., the monlist command
in NTP) may generate considerably larger responses. Upon receiv-
ing this kind of request, the service replies with a much bigger
response to the spoofed IP address of the victim. The reflective
nature of these attacks brings an additional benefit to criminals,
allowing them to stay anonymous (attacker source IP address is
not exposed).

A network of an ISP provider may contain hundreds or even
thousands of hosts vulnerable to amplification attacks. If being
abused, collectively they can generate a huge amount of unneces-
sary traffic. As garbage, we consider the amplified traffic that flows
from amplifiers to victims (bold blue arrows in Figure 1). According
to our evaluation [16], a single host vulnerable to NTP amplification
could generate more than 2 TB of garbage traffic a day).

Figure 2 describes our approach. There are fourmain components
in our system (marked with Roman numerals): (I) SDN Controller;
(II) DRDoS Firewall Application; (III) SDN Forwarding Device; and
(IV) AmplificationHoneypot. All incoming traffic to the ISP network
passes through the SDN Forwarding Device. This edge device plays
the role of a firewall, blocking the flows that match filtering rules.
These rules are generated by the DRDoS Firewall Application based
on the data provided by the Amplification Honeypot. The DRDoS
Firewall Application uses the SDN Controller to deploy the rules on
the SDN Forwarding Device.

Our system operates in the following way. During a preliminarily
scan, an attacker discovers two hosts in ISP’s network vulnerable to
the DNS amplification attack: an open resolver with IP 192.0.2.3
and our amplification honeypot with IP 192.0.2.1 (see Figure 2).
Later, the adversary uses the discovered hosts to launch an attack
to the victim (IP 203.0.113.4). During the attack, the adversary
sends request packets to the discovered vulnerable hosts targeting
the vulnerable protocol running on a predefined UDP port (e.g., port
53 for DNS), changing source address to the victim IP (see green
arrows of Steps 1 and 2). The vulnerable host and the honeypot
replies to the victim IP with the amplified responses. However, the
honeypot also starts monitoring the traffic heading to the victim IP.
If its volume exceeds a predefined threshold, the honeypot sends an
alert to the DRDoS Firewall Application (Step 4). The application
through the SDN Controller (Step 5) issues an OpenFlow firewall
rule to the SDN Forwarding Device (Step 6) that blocks all incoming
packets with the source address and destination port matching the
victim IP and the DNS port correspondingly. Hence, all consecutive
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Figure 2: System Overview

requests from the attacker (Step a, blue arrow) will be blocked by
the edge device, will not reach the vulnerable hosts (Step b) and
will not be amplified.

The DRDoS Firewall Application installs a static rule on the SDN
Forwarding Device that prevents blocking the traffic coming to the
Amplification Honeypot (this “proactive” rule is set with a higher
priority than the ones issued by the DRDoS Firewall Application).
This allows the honeypot to continue receiving attack packets to
detect the moment when the attack is over. Then, the honeypot
notifies the DRDoS Firewall Application to drop the correspond-
ing firewall rule. Despite being whitelisted, the honeypot mildly
participates in the attack (and only in the beginning) due to its in-
ternal rate limiting mechanisms, therefore its impact to the victim
is minimal.

3 PROTOTYPE DETAILS
We implemented the prototype of our system using the GNS3 net-
work simulator [1]. GNS3 supports multiple emulators including
Dynamips; Qemu, Virtualbox and VMWare virtual machines (VMs),
however, in this work, we extensively rely on Docker containers.
Docker containers run on the same host kernel, thus consuming
considerably less system resources than traditional VMs. This al-
lows researchers to increase considerably the number of emulated
devices. In this work, we build separate Docker images for the SDN
Controller (and our DRDoS Firewall Application); the Amplification
Honeypot; a vulnerable host; attacker and victim machines; and
the SDN Forwarding Device.

Figure 3 presents a screenshot of our GNS3 test bed. Router RS
plays the role of network interconnection point with the installed
routing rules that connect ISP (10.1.x.x), attacker (10.2.x.x) and
victim (10.3.x.x) networks. So as our test bed is connected to
the Internet as well, we use private IP address ranges for these
networks. The connection to the Internet is required to perform the
initial setup of the components, e.g., to download Docker images
and Python packages necessary for our system to operate. Open
vSwitch (10.1.0.1) plays the role of an ISP edge device that guards
the network where the amplifiers (the honeypot with IP 10.1.0.4
and vulnerable hosts with IP 10.1.0.5) are located.

We use POX [4] as the SDN Controller. POX is widely adopted by
researchers in the SDN community, and it implements OpenFlow 1.0
specification [12] that is forward compatible with newer OpenFlow
standards. The DRDoS Firewall Application runs over POX and



Figure 3: GNS3 System Simulation Setup

uses its API. Both of them are just programs that run on the same
host (blue rectangle in Figure 2).

We use AmpPot [8] as the Amplification Honeypot that is devel-
oped by Lukas Krämer et al. It is widely adopted by the research
community for the analysis of DRDoS attacks [5, 6, 9, 10]. Contrary
to usual honeypots that act as an easy and attractive attack target,
AmpPot mimics a service vulnerable to amplification attack. For in-
stance, in Figure 1 AmpPot runs vulnerable DNS and NTP services.
Thus, AmpPot is able to collect the information about amplification
requests and to identify victims’ IP addresses. It should be noted
that AmpPot carefully participates in the attacks through a number
of limiting mechanisms. As a result, a victim receives negligible am-
plified traffic from AmpPot and only in the beginning of the attack.
Currently, AmpPot is able to monitor 10 different UDP services
vulnerable to amplification. However, it can be easily extended to
new ones.

Upon receiving an attack start event from our modified AmpPot,
the DRDoS Firewall Application using POX OpenFlow-compatible
SouthboundAPI adds a rule to OpenFlow’s Open vSwitch [3], which
we use as the SDN Forwarding Device. This rule blocks all packets
with the specified source IP address and destination port, derived
from the honeypot data. It should be mentioned that adversaries
often attack a whole subnetwork rather than a single IP address. In
order to cover this case, we added a feature to our DRDoS Firewall
Application to block an entire subnetwork. This functionality relies
on a IP address partial match feature implemented in POX.

4 DEMO DETAILS
During the presentation, we are going to show an interactive demon-
stration of our system that can help Internet Service Providers to
filter garbage DRDoS traffic out of their networks. Using the test
bed shown in Figure 3, we will guide the audience through all the
steps of garbage traffic removal. We will start describing the main
network segments in our test bed, namely the ISP, Attacker and
Victim subnetworks, and the main components within them. We
will provide details about the initial configuration steps as well.
Then, we will simulate a DRDoS attack in our test bed sending am-
plification requests from Attacker’s machine to the amplifiers in the

ISP Network (Host and Honeypot) with the spoofed IP address of
victim. We will show that in the beginning the amplified responses
will leave the ISP network and will be detected on the Victim’s side.
However, after the Honeypot observes from a particular IP address
more packets than the predefined threshold, it issues an alert to the
DRDoS Firewall Application, and the amplified responses will stop
reaching victim’s machine. We will also demonstrate that amplifica-
tion requests are still observable by AmpPot due to a special static
exclusion rule proactively added to the SDN rule table. Once the
attack is over, we will exhibit how the DRDoS Firewall Application
instructs the SDN Controller to remove the corresponding rule
from the edge SDN Forwarding Device.

5 CONCLUSION
In this paper, we demonstrate a novel approach to filter out ampli-
fication traffic from an ISP network. It relies on data collected from
an amplification honeypot to derive filtering rules. In the proto-
type of our system, we employ the SDN paradigm, however, other
ways of packet filtering, for instance, a traditional firewall or a BGP
Flowspec, can be used in our approach as well.
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